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te the use of spectral information. This memorandum presents a
method for classification using spectral and temporal information,

The value of a previously classified image may be seen by means of
the following example: Suppose Lwo images are taken of a scene at
different times, "then" and "now." Suppose no classification errors
were made in classifying the image "then." Further, suppose no
change in class occurred for any pixel between "then” and "now.”
Finally, suppose the images are registered perfectly; every element i
in each image is associated exactly with its appropriate counterpart.
In this case, the second image is already classified. No additional ;
clasgification effort needs to be performed. Since these three error!
sources are, in fact, always present, their effects should he modeled?
%o ‘estimate appropriate a priori probabilities for the second image.k
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Probability of a Signal X Belonging to Class m

For the digecusgion, agsume a signal X is to belclassed into one of
two classes, Ty OF 7,- The generalization te any number of classes

will be obvious. Suppose fl(X) and fZ(X) are the probability
distributions of M and Mo regpectively, evaluated at X, and that
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Nl and N2 are the numbers of elements in the image in m and Ts»
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respectively. Then, there exists Nifl(X) elements in T with signal

value of X, and similarly for Ty This means the probabllity of X
belongihg to ﬂi'is
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The a priori probability of ﬂi 1s

@, = Ni
i Nl + Né

Hence,

M o= oo (W +N)
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p(m, lx) - oy (N + W,)1, (X)

Qi(ml + Ne)fl(X) + Qé(Nl + Ne)fg(X]
P(my IX) = 2173 () : (1)
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This is the probébility that a signal belongs to class my given that
the value of the signal is X.

Probability that a Pixel V Changed Class

Suppose & pixel V in the first image was a vacant lot and was correctly
classified "then." However, in the time interval between the two images,
a house was built on pixel V. Clearly, the probability of this happen-
ing must be considered in computing appropriate a priocriprobabilities
for the second image. The probability of change of pixel from g, to g,
will be denoted by P(n; w7, )(V). Note, the probability of change J
depends on ﬂi‘and nj Bs welﬁ a8 the location V.

Assigning a value to the probability of change will require a model.
Experience may be sufficient., For example, a county agricultural agent
would have a knowledge of when harvest for a particular crop n, might
occur, and would assign & high probability for P(ﬂin-'1l)(V) at harvest
time, where V was associated with the crop s s and’w, 18 the classifi-
ceticn bare soil. J

Probability of Migregistration

Denote by g{V,U) the probability of registering V in the old image with
U in the new image. This means that in classifying pixel U in the new
image, and attempting to use information from the old image response of
pixel U, there is the probability g(V,U) that the information from pixel
V will be used instead., Consequently, in caleculating the a priori probae

 bility of pixel U, the effect of the surrounding pixels, weighted by
their respective probabilities, must be considered.
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Putting It All Together

Recall p(nj[x) denotes the probability of class ﬂj given the signal X.

Suppose a pixel V had a signal response of ¥ "then." The probabiliby
that pixel V "now" belongs to class uh is

?P(njlx) P ) (V)

Finally, since pixel U in the new image is nob necessarily registered
exactly to its corresponding point in the old image, a weighted average
of the above probabilities of V must be made, where the weight is the
probability that U and V are registered. Hence, the probability that

U in the new image is in class m is

P(Ugﬂinow) =2 {g(v,u)[z P(ﬂjlx) . P(‘!Tj-hnj)('\f)]}
v ; i1

Notice, no assumption is made so far concerning the definjition of
fi(X)’ P(ﬂi-‘ﬂi)(V), or g(V,U). The method is entirely general. In
fact, defining P(ﬂj-’ﬂi)(v> will probably require knowledge of the

specific application. However, some ressonable probability distri-
butions may be suggested for fi{x) and g{V,U). For example, fi(X)

may oe assumed Lo be a digorebized trangformation of a normal distri-
bution, where the mean and covariance data are defined from traeining
sets. The distribution function for registration g(V,U) may be
assumed normal with expected value U. The covariance matrix may be
estimated using the registration residuals of known points.

This algerithm will be coded in the near future, and will be tested
using real and simulated data.
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